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Abstract Using the feedback linearization method, a state feedback control for the two-dimensional
Kermack-McKendrick model for the spread of epidemics is obtained. This form of the dynamical
system is suitable to carry out a qualitative analysis of the model. An optimal control problem for a
stochastic version of the model is also set up and solved explicitly in a particular instance.
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1 Introduction

In this paper, we consider the problem of finding a state feedback control for the two-dimensional
Kermack-McKendrick model for the spread of epidemics, in order to obtain a suitable form for the analysis
of this system. The results could be used both for the three-dimensional Kermack-McKendrick model and
for further generalizations. A similar study for Lotka-Volterra systems was carried out by Ionescu and
Munteanu in [1], [2].

Epidemiology has been and will remain an exciting area for the modern application of mathematics.
Mathematical models play a vital role in analyzing the spread and control of different diseases. J. Graunt
([3]) was the first scientist to try to quantify causes of death in 1662, and his analysis led to the foundation
of modern epidemiological theory ([4]).

The first epidemiological mathematical model describing an infectious disease was proposed by the
Swiss mathematician D. Bernoulli in 1760 ([5], [6]). Bernoulli studied the impact of inoculation with
cowpox upon the life expectancy of the immunized population and argued for the importance of inoculation
([7], [4]). Recently, an interesting dynamical model was presented for the immune response to a pulmonary
infection ([8]).

In 1927, Kermack and McKendrick ([9]) developed infectious disease models to study the Great Plague
of London for the period 1665-1666. These models served as the foundation of theoretical models in
epidemiology ([10], [11]). The population is divided into three categories as follows: susceptible, infected,
and recovered individuals ([9]), and the model is called the SIR model. This model of evolution of epidemics
is without demography, which means that the number of individuals in the population does not change.
In [12], Brauer generalized the SIR model to include births and deaths.

The nonlinear differential equations arising from SIR models are equations of the Lotka-Volterra type
([13], [11], [14], [15]). Moreover, this kind of ODE (ordinary differential equations) systems represents a
starting point for the study of the human immunodeficiency virus (HIV), the transmission dynamics of
tuberculosis and others infectious diseases ([10], [12], [9], [13], [7], [11]).

The study of mathematical models of epidemiology is essential in order to cover the essential aspects
of infectious diseases spread and it helps public health decision makers to compare, plan, evaluate, and
implement different control programs. The analysis of the systems may be used, in particular, to study
the dynamics of many other models from ecology, molecular biology, ecosystems, and chemical systems.
For example, a model for oxygen depletion in a sewage system could be developed ([11]).

The qualitative analysis of mathematical models associated with multi-species interactions is very
important in determining long-time dynamics, together with the study of the main characteristics of
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these models. This analysis is based on the application of various notions from the theory of dynamical
systems to the numerical approximation of initial value problems over long time intervals. There is a
strong interplay between the theory and the computational analysis of dynamical systems ([1], [16], [17],
[18], [19], [20]). In [1], [2], [21] a study of the Lotka-Volterra equations by geometrical tools was carried
out, using the Hamilton-Poisson structures of this system of ordinary differential equations.

The feedback linearization method is an interesting and useful practical tool. This theory contains two
fundamental nonlinear controller design techniques: input-output linearization and state-space linearization
([22], [23]). We can state that a variety of nonlinear controller design techniques are based on input-output
linearization and that important problems remain unsolved ([24]). The approach is usually referred to
as input-output linearization, or feedback linearization, and is based on concepts from the theory of
nonlinear systems. The resulting controller involves the inverse of the dynamical model of the process,
providing that such an inverse exists. This approach is widely used in several process control design
methods that are applicable to broad classes of nonlinear control problems ([22], [23]).

The structure of the paper is the following: in Section 2, we will shortly present the mathematical
models for the spread of epidemics, as formulated by Kermack (1927) and McKendrick (1932). In Section
3, the feedback linearization principles will be described and, in Section 4, the technique will be applied
to the two-dimensional Kermack-McKendrick system.

In Section 5, a stochastic version of the feedback linearization will be considered, and an optimal
control problem for this stochastic system will be set up and solved explicitly in a particular instance.
The problem in question is a particular LQG homing problem (see [27]). In general, this type of problem
is very difficult to solve explicitly (and exactly) in two or more dimensions. Here, we will appeal to the
method of similarity solutions to do so.

Finally, some conclusions and future objectives will be mentioned in Section 6.

2 Modeling the Kermack-McKendrick Dynamical System

In this section, we shortly present two very important examples: the Bailey model ([9], [16], [17], [18],
[19], [25]) and the classical Kermack-McKendrick model for the spread of epidemics ([9], [16], [17], [18],
[19], [25]). The Bailey model is a simplified particular case of the classical Kermack-McKendrick model.
Both examples represent so called variational dynamical systems, that is, dynamical systems which
are described by a system of ordinary differential equations that can be written as the Euler-Lagrange
equations associated to a Lagrangian L ([20], [26]):

d

dt

(
∂L

∂yi

)
− ∂L

∂xi
= 0 for i = 1, 2, . . . , n. (1)

2.1 The Bailey Model for the Spread of Epidemics

In the Bailey model for the spread of an epidemic ([10]), two classes of hosts are considered: individuals
suspected of being infected, whose number is denoted by x, and individuals who are infected carriers,
whose number we denote by y. Assume that the latency period and the average removal rate are zero, so
that individuals who are infected carriers remain in the population during the entire epidemic, with no
death, healing and immunity. In this model, it is proposed that, in unit time, the increase of the number
of individuals suspected of being infected is proportional to product of their current number and the
number of those infecting them. These assumptions lead us to the evolutionary dynamical system given
by ([10], [25]) {

ẋ = −kxy
ẏ = kxy

, k > 0. (2)

The model is suitable for diseases known in animal and plant populations, and also corresponds quite
well to the characteristics of small populations, such as students in a class.

Let us remark that we have a conservation law: x+ y = n, which means that n, the total number of
individuals in the population, does not change during the evolution of the epidemic. Equations (2) can be
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written as Euler-Lagrange equations, where the Lagrangian L is

L = 1
2

(
ln y
x
ẋ− ln x

y
ẏ

)
+ k(x+ y)

and the corresponding Hamiltonian H is

H = ∂L

∂ẋ
ẋ+ ∂L

∂ẏ
ẏ − L = −k(x+ y) .

2.2 The Classical Kermack-McKendrick Model for the Spread of Epidemics

This three-dimensional dynamical system is also known as the SIR model of epidemics, where S is the
number of individuals suspected of being infected, I is the number of infected individuals and R denotes
the number of individuals removed.

The classical model for the spread of epidemics was formulated by Kermack (1927) and McKendrick
(1932) as follows ([9]): let us denote the size of the population by n and let us divide it into three classes:
the number x of individuals suspected of being infected, the number y of individuals who are infected
carriers, and the number z of infected individuals who are isolated (or removals).

For simplicity, we assume a zero latency period and that all individuals are simultaneously infected
carriers that infect those suspected of being infected. Considering the previous example, we note the
constant rate k1 of disease transmission. The change in the number of infected carriers depends on the
rate k1 and also on k2, the rate at which infected carriers are isolated. We thus have the following system
([9], [25]):  ẋ = −k1xy

ẏ = k1xy − k2y
ż = k2y

, k1, k2 > 0. (3)

Notice that x+ y + z = n; that is, the number of individuals in the population does not change. This
conservation law shows us that this SIR model for the spread of epidemics is without demography. The
evolution of a dynamic epidemic begins with a large population which is made up of a majority of
individuals suspected of being infected and a small number of infected individuals. The initial number of
isolated infected individuals is assumed to be zero. So, we can consider the subsystem ([25]):{

ẋ = −k1xy
ẏ = k1xy − k2y

, k1, k2 > 0. (4)

The Lagrange and Hamilton functions of the system (4) are:

L = 1
2

(
ln y
x ẋ− ln x

y ẏ
)

+ k1(x+ y)− k2 ln x ,
H = −k1(x+ y) + k2 ln x ,

and so we have a new conservation law for (4):

H = EL = −k1(x+ y) + k2 ln x .

If we get back to the Kermack-McKendrick model (3), then we have that the corresponding Lagrangian
is L̄ = L+ 1

2 (ż − k1y)2 , where L is the Lagrangian of the subsystem (4).

3 Feedback Linearization Method

One way of determining the stability of stationary points is to linearize the system (by taking partial
derivatives) and determine the stability of these points in the linear system ([24]).

Let us consider the general case of affine systems of the form

ẋ = f(x) + u · g(x) . (5)
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Equation (5) describes the evolution of a dynamical system in Rn, in which u is a real variable that
represents the control. This system can be transformed into one that is time-invariant by using a coordinate
transformation ([22]).

If T (x) is a diffeomorphism and z = T (x), then we have:

ż = ∂T

∂x ẋ = ∂T

∂x [f(x) + ug(x)] . (6)

Since T is a diffeomorphism, T−1 exists and, knowing z, we have:

x = T−1(z) . (7)

We look for a diffeomorphism T : D ⊆ Rn −→ Rn defining the coordinate transformation

z = T (x) (8)

and a control law of the form
u = Φ(x) + ω−1(x)v . (9)

These new variables are used to transform the system (5) into a new state space realisation as follows:

Z = Az + vB . (10)

Let us assume that, after the coordinate transformation (8), the system (5) takes the following form
([23]):

ż = Az + ω̄(z)
[
u− Φ̄(z)

]
B = Az + ω(x) [u− Φ(x)]B , (11)

where ω̄(z) = ω
(
T−1(z)

)
and Φ̄(z) = Φ

(
T−1(z)

)
.

Substituting (6) and (8) into (11), we find that
∂T

∂x [f(x) + ug(x)] = AT (x) + ω(x) [u− Φ(x)]B . (12)

Equation (12) is satisfied if 
∂T
∂x f(x) = AT (x)− ω(x)Φ(x)B,

∂T
∂x g(x) = ω(x)B.

(13)

Remark. Assuming (A,B) controllable, we can consider that (A,B) are in the controllable form:

AC =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...

...
...

0 0 0 · · · 0

 , BC =


0
0
...
1

 , (14)

where AC is an n× n matrix, and BC is an n× 1 matrix.

Letting

T (x) =


T1(x)
T2(x)

...
Tn(x)

 (15)

with A = AC , B = BC and z = T (x), the right-hand side of Equations (13) becomes

ACT (x)− ω(x)Φ(x)BC =


T2(x)
T3(x)

...
Tn(x)

−Φ(x)ω(x)

 , (16)

160 Advances in Analysis, Vol. 2, No. 3, July 2017

AAN Copyright © 2017 Isaac Scientific Publishing



ω(x)BC =


0
0
...
0

ω(x)

 . (17)

Substituting Equations (16) and (17) into (14) and (15), we find, after some calculations, that the
components T1, T2, ..., Tn of the coordinate transformation T must be as follows ([23]):

∂Ti

∂x g(x) = 0, i = 1, 2, . . . n− 1,

∂Tn

∂x g(x) 6= 0,
(18)

∂Ti

∂x f(x) = Ti+1, i = 1, 2, . . . n− 1 . (19)

The functions Φ and ω are given by

ω(x) = ∂Tn
∂x g(x) , Φ = −

(
∂Tn

∂x
)
f(x)(

∂Tn

∂x
)
g(x)

. (20)

4 The Transformed 2D Kermack-McKendrick Model via the Feedback
Linearization Method

In this section, we consider the problem of finding a state feedback control for the 2D Kermack-McKendrick
system, in order to obtain a suitable form of this system.

Let us consider the Kermack-McKendrick model in the form ([9], [25]):
dS
dt = −λSI,

dI
dt = λSI − σI,

(21)

where S represents the susceptible class, I the infected class and R the removed class, with dR
dt = σI. The

parameter σ > 0 is the removal rate and λ > 0 is the infection rate.
We assume that S(0) = S0 and I(0) = I0 are given. For the simplicity of the computation, let us

denote S = x, I = y and x = (x, y). The system (21) becomes
dx
dt = −λxy,

dy
dt = λxy − σy.

(22)

That is, in vector form: (
ẋ
ẏ

)
=
(

0
−σy

)
+ u ·

(
−λxy
λxy

)
, u ∈ R, (23)

with f, g : R2 −→ R2, f(x) =
(

0
−σy

)
, g(x) =

(
−λxy
λxy

)
, ∀x = (x, y) ∈ R2 .

According to the previous section, we look for a transformation T = (T1, T2)t such that the conditions

∂T1
∂x gx + ∂T1

∂y gy = 0,

∂T2
∂x gx + ∂T2

∂y gy 6= 0,

∂T1
∂x (0) + ∂T1

∂y (−σy) = T2

(24)

are fulfilled.
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From the third relation in (24), we deduce that T2 = −σy ∂T1
∂y , while the first one yields ∂T1

∂x = ∂T1
∂y .

We obtain that {
T1(x, y) = λ(x+ y),
T2(x, y) = −σλy. (25)

According to Section 3, the functions ω(x) and Φ(x) are as follows:

ω(x) =
(
∂T2

∂x

∂T2

∂y

)
g(x) = (0y −λσ)

(
−λxy
λxy

)
= −λ2σxy,

Φ(x) = −
(
∂T2
∂x
)
f(x)(

∂T2
∂x
)
g(x)

= −σ
λ
· 1
x
.

The new linearized system, in the new coordinates z = (z1, z2), will be:

ż =
(
ż1
ż2

)
=
(

0 1
0 0

)(
z1
z2

)
− λ2σz1z2 ·

(
u+ σ

λ
· 1
z1

)(
0
1

)
, (26)

with the controllers
AC =

(
0 1
0 0

)
, BC =

(
0
1

)
.

The system (26) is equivalent to {
ż1 = z2,
ż2 = −λ2σz1z2u− λ2σ2z2.

(27)

Remarks. 1) The form of the transformed system (27) depends on the choice of the controllers AC and
BC .
2) Let us observe that the system (27), obtained by this method, has a specific form which is similar to
the transformed form for the 2D Lotka-Volterra system ([2]).

5 Optimal Control of a Stochastic Version of the 2D Kermack-McKendrick
Model

We consider the controlled system

ẋ(t) = −λx(t)y(t)u(t), (28)
ẏ(t) = −σy(t) + λx(t)y(t)u(t), (29)

where λ and σ are positive constants. If u(t) ≡ 1, this system is the (two-dimensional) Kermack-McKendrick
model for the spread of epidemics.

From the previous section, we deduce that the feedback linearization of (28), (29) is the following
system:

ż1(t) = z2(t), (30)
ż2(t) = −λ2σ2 z2(t)− λ2σz1(t)z2(t)u(t). (31)

Next, we consider a stochastic version of the transformed model:

ż1(t) = z2(t), (32)
ż2(t) = −λ2σ2 z2(t)− λ2σz1(t)z2(t)u(t) + [v(z1(t), z2(t))]1/2 Ẇ (t), (33)

where v(z1(t), z2(t)) is a positive function, and {W (t), t ≥ 0} is a standard Brownian motion.
Let

T (x, y) := inf{t ≥ 0 : y(t) = 0 | x(0) = x, y(0) = y}. (34)
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That is, T (x, y) is the first time the number of infected individuals is equal to zero. We can write that

T (x, y) = τ(z1, z2) := inf{t ≥ 0 : z2(t) = 0 | z1(0) = z1, z2(0) = z2}. (35)

We consider the cost criterion

J(z1, z2) =
∫ τ(z1,z2)

0

{
−1

2 q0 z1(t)z2(t)u2(t) + γ

}
dt, (36)

where q0 and γ are positive constants. We look for the control u(t) that minimizes the expected value of
J(z1, z2).

Remark. Because γ is positive, the aim is to minimize the time it takes to cure all the infected individuals,
taking the quadratic control costs into account, which is a natural and important problem to consider.
As we mentioned in the Introduction section, this type of problem is known as LQG homing (see [28],
[29], [30]). Except in special instances, it is usually very difficult to obtain analytical solutions to such
problems in two or more dimensions. In this section, we will manage to derive the optimal solution to the
problem set up above in a particular instance by making use of the method of similarity solutions.

Let F (z1, z2) be the value function; that is,

F (z1, z2) := inf
u(t),0≤t≤τ(z1,z2)

E [J(z1, z2)] . (37)

Making use of dynamic programming, we find that F is such that

− 1
2 q0 z1 z2u

2 + γ + z2Fz1 − (λ2σ2 z2)Fz2 − (λ2σz1 z2u)Fz2 + 1
2 v(z1, z2)Fz2z2 = 0, (38)

where u = u(0).
Differentiating Equation (38) with respect to u, we obtain that the optimal control is given by

u∗ = −λ
2σ

q0
Fz2 . (39)

Substituting this expression into (38), we obtain that F satisfies the second-order nonlinear partial
differential equation

1
2q0

(λ4σ2)z1 z2 (Fz2)2 + γ + z2Fz1 − (λ2σ2 z2)Fz2 + 1
2 v(z1, z2)Fz2z2 = 0. (40)

The boundary condition is
F (z1, z2) = 0 if z2 = 0. (41)

Moreover, we must have:
lim

z2→−∞
F (z1, z2) =∞, (42)

because if z2 tends to −∞, it will take an infinite time to bring z2(t) to zero (or the optimizer will need
to use infinite control, which also leads to F (z1, z2) =∞).

Next, assume that
v(z1, z2) = −σ2

0 z1 z2 (43)

and let
Φ(z1, z2) := e−αF (z1,z2), (44)

where
α := λ4σ2

q0σ2
0

(> 0). (45)

We find that the function Φ(z1, z2) satisfies the second-order linear partial differential equation

− γαΦ+ z2Φz1 − λ2σ2 z2Φz2 −
1
2 σ

2
0 z1 z2Φz2z2 = 0, (46)
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subject to
Φ(z1, 0) = 1 and lim

z2→−∞
Φ(z1, z2) = 0. (47)

Finally, let us try a solution of the form

Φ(z1, z2) = Ψ(z), (48)

where z := −z2/z1 (≥ 0). We find that Equation (46) is transformed into the ordinary differential equation

− γαΨ + z2Ψ ′ − λ2σ2 zΨ ′ + 1
2 σ

2
0 zΨ

′′ = 0. (49)

From the definition of z1(t) and z2(t) in terms of x(t) and y(t), we find that

z = 0 if z2 = 0 and lim
z2→−∞

z = σ. (50)

Hence, the boundary conditions are

Ψ(0) = 1 and Ψ(σ) = 0. (51)

The mathematical software Maple gives an expression for the general solution of Equation (49), which
is expressed in terms of the special function HeunB.

Let us consider the particular case when

λ = σ = q0 = γ = σ0 = 1. (52)

We then have α = 1, and Equation (49) becomes

− Ψ(z) + z2Ψ ′(z)− zΨ ′(z) + 1
2 zΨ

′′(z) = 0, (53)

whose general solution can be written as follows:

Ψ(z)=zHeunB(1,−2,−1, 4, z)e−z(z−2)
[
c1 + c2

∫
ez(z−2)

z2 HeunB(1,−2,−1, 4, z)2 dz
]
. (54)

Let us define
Ψ1(z) = zHeunB(1,−2,−1, 4, z)e−z(z−2) (55)

and
Ψ2(z)=zHeunB(1,−2,−1, 4, z)e−z(z−2)

∫ 1

z

ew(w−2)

w2 HeunB(1,−2,−1, 4, w)2 dw. (56)

We find that Ψ1(0) = Ψ2(1) = 0 and that limz↓0 Ψ2(z) = 1. Hence, we set c1 = 0 and c2 = 1, so that the
solution that satisfies the above boundary conditions is Ψ(z) = Ψ2(z). This function is shown in Figure 1.
From the function Ψ(z), we can calculate the optimal control u∗ = −Fz2 .

6 Conclusions

The 2D Kermack-McKendrick system admits a controllable form in the context of Section 4, and the
new linearized system (27) is similar to the linearized form of the Lotka-Volterra system ([2]). This new
controllable form has a significant change in the distribution of the system parameters. A further objective
is to analyze and evaluate these linearized forms, in order to devise geometric methods for them. The
results will be used in a qualitative and quantitative analysis of the behavior of the individuals in the
framework of an epidemic that respects the mathematical model of Kermack and McKendrick, and also
for further generalizations. The influence of the parameters will also be studied, as well as further possible
relations with the Hamiltonian formalism.
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Figure 1. Function Ψ(z).

In general, the Kermack-McKendrick model of epidemics can be useful in studying real world behavior.
Excluding the cases in which unbounded growth of any population occurs, this model is applicable in
the real world. By first understanding the exponential growth model, one can better understand why
a logistic growth model would be more realistic. By studying the 2D and 3D systems, several useful
techniques could be devised for the study of the stability of nonlinear dynamical systems.

Finally, in the case of the optimal control problem solved in Section 5, it would be interesting to obtain
at least approximate solutions to problems for which we cannot make use of the method of similarity
solutions.
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