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Abstract In this paper we study the controllability of damped second order neutral impulsive
stochastic functional differential system with infinite delay in Hilbert spaces. Sufficient conditions
for controllability results are obtained by using the theory of cosine families of bounded linear
operators and fixed point technique. An example is provided to illustrate the theory.

Keywords: Controllability, Second order damped stochastic system, Neutral impulsive functional
differential system, Cosine family, Fixed point.

1 Introduction

Second order systems capture the dynamic behavior of many natural phenomena and have found
applications in several fields such as mathematical physics, biology and finance. A variety of problems
arising in mechanics, elasticity theory, molecular dynamics, and quantum mechanics can be described in
general by nonlinear partial differential equations of second order in time. Damping literally means the
action of a substance or an element in a mechanical or electrical device that gradually reduces the degree
of oscillation, vibration, or signal intensity or prevent it from increasing. For example, sound-proofing
technology dampens the oscillations of sound waves. Damping may be mathematically modeled as a force
synchronous with the velocity of the object but opposite in direction to it. Examples are the viscous
regularization of the Sine- or Klein-Gordon equation [1], the equations describing a vibrating membrane or
a vibrating nonlocal beam [1], the equations describing phase transformations in shape-memory alloys [2],
and further the equations in thermo-viscoelasticity. The functional analytic formulation of the foregoing
problems leads to initial value problems of the form

u′′ +Au′ +Bu = f in (0, T ), u(0) = u0, u′(0) = v0, (1.1)

where A and B are nonlinear operators defined on appropriate spaces.
Consider a nonlinear wave equation with damping as in [3]

∂2u

∂t2
−M

(∫
Ω

|Ou(x, t)|2dx
)
4u+ (−4)α ∂u

∂t
= f in Q, with 0 < α ≤ 1,

u(x, t) = 0 for (x, t) ∈ Σ,

u(x, 0) = u0(x), ∂u
∂t

(x, 0) = u1(x) in Ω, (1.2)

where M(s) is a positive continuous function on [0,∞), Ω is a bounded open set of Rn with smooth
boundary Γ , Q is the cylinder Ω× (0,∞) of Rn+1, with lateral boundary Σ = Γ × (0,∞); 4 =

∑n
i=1

∂2

∂x2
i

is the Laplace operator and |Ou(x, t)|2 =
∑n
i=1 |

∂u
∂xi
|2. Equation (1.2) without damping (−4)α ∂u∂t occurs

in the study of vibrations of an elastic string. The above equation can be written in the abstract form as

u′′ +M
(
|A1/2u|2

)
Au+Aαu′ = f in (0, T ), 0 < α ≤ 1,

u(0) = u0, u′(0) = u1. (1.3)

Equations (1.3) is similar to (1.1) if M
(
|A1/2u|2

)
A = B and α = 1. The deterministic version of second

order differential equations have been thoroughly investigated by several authors [4,5] while the stochastic
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version has been in progressing state. In many cases, it is advantageous to treat the second-order stochastic
differential equations directly rather than to convert them to first-order equations. The second-order
stochastic differential equations are the right model in continuous time to account for integrated processes
that can be made stationary. For instance, it is useful for engineers to model mechanical vibrations or
charge on a capacitor or condenser subjected to white noise excitation through a second-order stochastic
differential equations.

Neutral differential equations have many applications in physical and biological systems, for this
reason those equations have received much attention among researchers. The neutral stochastic differential
equations can play an important role in describing many sophisticated dynamical systems in physical,
biological, medical, chemical engineering, aero-elasticity etc. Stochastic differential equations (SDEs) with
finite delay arise naturally in the mathematical modeling of various phenomena in natural and social
sciences. When the delay is infinite, the situation is more complicated, since the properties of solutions
depend on the choice of the phase space B. The book [6] contains the fundamental theory related to
functional differential equations with infinite delay. Several works have been established in this direction,
we refer to [7,8,9,10,11,12].

The study of impulsive functional differential equations is linked to their utility in stimulating
processes and phenomena subject to short-time perturbations during their evolution. The perturbations
are performed discretely and their duration is negligible in comparison with the total duration of the
process. The theory of impulsive differential and functional differential equations have been extensively
developed. Delay differential equations involving impulsive effects occur in many applications such as
population dynamics, biology, ecology, epidemics, etc (see [13,14]).

The literatures regarding second order neutral and impulsive functional differential equations are very
extensive (see [15,16,17]). Mahmudov and Mckibben [18,19] derived the existence and controllabilty of
second-order neutral stochastic evolution equation by using cosine family theory. Sakthivel [20] studied
controllability of second order nonlinear impulsive differential systems. Hernandez et al. [21] have explored
the existence results for a damped second order abstract functional differential equation with impulses.
Mahmudov and McKibben [22] discussed the abstract second order damped Mckean-Vlasov stochastic
evolution equations. Mckibben [23] have investigated second order damped functional stochastic evolution
equations in Hilbert spaces. More recently, Arthi and Balachandran [24] derived the controllability of
damped second order impulsive neutral functional differential systems with infinite delay. As far as we
know, there is no work reported on the controllability of damped second order stochastic functional
differential systems with infinite delay in the phase space B and the objective of this paper is to fill this
gap. Moreover, the present work is the stochastic extension of the work [24].

2 Preliminaries

Consider the following class of damped second order neutral impulsive stochastic functional differential
system with infinite delay

d
[
x′(t)− g(t, xt)

]
=
[
Ax(t) +Dx′(t) +Bu(t) + f(t, xt)

]
dt

+ σ(t, xt) dw(t), t ∈ J := [0, a], t 6= tk,

x0 = φ ∈ B, x′(0) = η ∈ H,
4x(tk) = Ik(xtk ), k = 1, 2, · · · ,m,
4x′(tk) = Jk(xtk ), k = 1, 2, · · · ,m, (2.1)

where the state variable x(·) takes values in a real separable Hilbert space H with innerproduct (·, ·) and
norm ‖ · ‖ and A is the infinitesimal generator of a strongly continuous cosine family of bounded linear
operators {C(t) : t ∈ R} defined on H. The control function u(·) takes values in L2(J, U) of admissible
control functions for a separable Hilbert space U , B is a bounded linear operator from U into H and D
is a bounded linear operator on H with D(D) ⊂ D(A). Let K be another separable Hilbert space with
innerproduct (·, ·)K and the norm ‖ · ‖K . Suppose {w(t) : t ≥ 0} is a given K-valued Wiener process
with a finite trace nuclear covariance operator Q ≥ 0. We employ the same notation ‖ · ‖ for the norm
L(K,H), where L(K,H) denotes the space of all bounded linear operators from K into H. Further,
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g : J × B → H, f : J × B → H and σ : J × B → LQ(K,H) are measurable mappings in H-norm
and LQ(K,H)-norm respectively. Here LQ(K,H) denotes the space of all Q-Hilbert-Schmidt operators
from K into H which will be defined in Section 2. The functions Ik, Jk : B → H (k = 1, 2, · · · ,m) are
bounded functions. Furthermore the fixed times tk satisfies 0 = t0 < t1 < t2 < · · · < tm < tm+1 = a and
4ξ(tk) = ξ(t+k )− ξ(t−k ) represents the jump of a function ξ at tk where ξ(t+k ) and ξ(t−k ) denote the right
and left limits of ξ at tk and Ik, Jk determines the size of the jump. The histories xt : (−∞, 0] → H,
t ≥ 0 defined by setting xt(θ) = {x(t+ θ),−∞ < θ ≤ 0} belongs to some abstract phase space B defined
axiomatically in Section 2. The initial values φ, η are F0-adapted, φ is a B-valued random variable and η
is a H-valued Ft-measurable function independent of {w(t) : t ≥ 0} with finite second moment.

Let (Ω,F ,P; F) {F = {Ft}t≥0} be a complete filtered probability space satisfying that F0 contains
all P -null sets of F . An H-valued random variable is an F-measurable function x(t): Ω→H and a
collection of random variables S = {x(t, ω) : Ω → H \ t ∈ J} is called a stochastic process. Usually,
we supress the dependence on ω ∈ Ω and write x(t) instead of x(t, ω) and x(t) : J → H in the place
of S. Suppose x(t) : Ω → H , t ≥ −∞ is a continuous Ft-adapted, H-valued stochastic process. We
can associate with another process xt : Ω → B, t ≥ 0 by setting xt = {x(t + s)(ω) : s ∈ (−∞, 0]}.
This is regarded as a B-valued stochastic process. Let {en}∞n=1 be a complete orthonormal basis of
K. Suppose that {w(t) : t ≥ 0} is a cylindrical K-valued wiener process with a finite trace nuclear
covariance operator Q≥0, denote Tr(Q)=

∑∞
n=1λn=λ<∞, which satisfies that Qen=λnen. So, actually,

w(t) =
∑∞
n=1
√
λnωn(t)en, where {ωn(t)}∞n=1 are mutually independent one-dimensional standard Wiener

processes. We assume that Ft=σ{w(s) : 0 ≤ s ≤ t} is the σ-algebra generated by w and Fa = F . Let
Ψ ∈ L(K,H) and define

‖Ψ‖2
Q = Tr(ΨQΨ∗)=

∞∑
n=1
‖
√
λnΨen‖2.

If ‖Ψ‖Q < ∞, then Ψ is called a Q-Hilbert-Schmidt operator. Let LQ(K,H) denote the space of all
Q-Hilbert-Schmidt operators Ψ : K → H. The completion LQ(K,H) of L(K,H) with respect to the
topology induced by the norm ‖ ·‖Q where ‖Ψ‖2

Q = 〈Ψ, Ψ〉 is a Hilbert space with the above norm topology.
For more details in this section refer Prato [25].

Now we review some basic definitions, notations, properties and fundamental facts needed to establish
our result. Throughout this paper, A is the infinitesimal generator of a strongly continuous cosine family
(C(t))t∈R of bounded linear operators on a Hilbert space (H, ‖ · ‖).

Definition: 2.1. A one-parameter family (C(t))t∈R of bounded linear operators mapping the Hilbert
space H into itself is called a strongly continuous cosine family iff

(i) C(s+ t) + C(s− t) = 2C(s)C(t), for all t, s ∈ R,
(ii) C(0) = I,
(iii) C(t)x is continuous in t on R for each fixed x ∈ H.

The strongly continuous sine family {S(t) : t ∈ R}, associated to the given strongly continuous cosine
family {C(t) : t ∈ R}, defined by

S(t)x =
∫ t

0
C(s)xds, x ∈ H, t ∈ R.

Moreover, we denote by N and Ñ a pair of positive constants such that ‖C(t)‖2 ≤ N and ‖S(t)‖2 ≤ Ñ
for every t ∈ J . The infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R, is the
operator A : H → H defined by

Ax = d2

dt2C(t)x
∣∣∣
t=0

x ∈ D(A),

where D(A) = {x ∈ H;C(t)x is twice continuously differentiable in t}.
Define E = {x ∈ H : C(t)x is once continuously differentiable in t}.

In this paper, D(A) represents the domain of A endowed with the graph norm ‖x‖A = ‖x‖+ ‖Ax‖,
x ∈ D(A). The notation E stands for the space formed by the vectors x ∈ H for which C(·)x is of class C1
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on R. It was proved by Kisynski [26] that E endowed with the norm ‖x‖E = ‖x‖+ sup
0≤t≤1

‖AS(t)x‖, x ∈ E,

is a Banach space. The operator valued function

H(t) =
[
C(t) S(t)
AS(t) C(t)

]
is a strongly continuous group of bounded linear operators on the space E ×H generated by the operator

A =
[

0 I
A 0

]
defined on D(A)× E. From this, it follows that AS(t) : E → H is a bounded linear operator

and that ‖AS(t)x‖ → 0 as t → 0, for each x ∈ E. Furthermore if x : [0,∞) → H is locally integrable,
then y(t) =

∫ t
0 S(t− s)x(s)ds is an E-valued continuous function which is a consequence of the fact that∫ t

0
H(t− s)

[
0
x(s)

]
ds =

[∫ t
0 S(t− s)x(s)ds∫ t
0 C(t− s)x(s)ds

]

defines an E ×H-valued continuous function.
The existence of solutions for the second order abstract Cauchy problem

x′′(t) = Ax(t) + h(t), t ∈ J, (2.2)
x(0) = z0, x′(0) = z1, (2.3)

where h : J → H is an integrable function, has been discussed in [4]. On the other hand, the semilinear
case has been treated in [5]. We only mention here that the function x : J → H given by

x(t) = C(t)z0 + S(t)z1 +
∫ t

0
S(t− s)h(s)ds, t ∈ J (2.4)

is called a mild solution of (2.2)-(2.3) and that, when z0 ∈ E, x(·) is continuously differentiable and

x′(t) = AS(t)z0 + C(t)z1 +
∫ t

0
C(t− s)h(s)ds, t ∈ J. (2.5)

For additional material related to cosine function theory, we refer to [4,5,27].
The collection of all strongly measurable, square integrable H-valued random variables denoted by
L2(Ω,F , P ;H) ≡ L2(Ω,H), is a Banach space equipped with norm ‖x(·)‖L2 = (E‖x(·;ω)‖2

H) 1
2 , where

the expectation E is defined by E(h) =
∫
Ω
h(ω)dP . Similarly, LF2 (Ω,H) denotes the Banach space

of all Ft-measurable, square integrable random variables, such that
∫
Ω
‖x(t, ·)‖2

L2
dt < ∞. A function

u : [σ, τ ]→ L2 is said to be a normalised piecewise continuous function on [σ, τ ] if u is piecewise continuous
and left continuous on (σ, τ ]. We denote by PC([σ, τ ],L2) the space of normalised piecewise continuous
function from [σ, τ ] into L2.

In this work, we will employ an axiomatic definition of the phase space B, similar to the one used in
[6] and suitably modified to treat retarded impulsive differential equations. Specifically, B will be a linear
space of functions mapping (−∞, 0] into H endowed with a seminorm ‖ · ‖B and we will assume that B
satisfies the following axioms:

(A) If x : (−∞, σ + b]→ H, b > 0, σ ∈ R, is such that xσ∈B and x|[σ,σ+b]∈PC([σ, σ + b],L2), then for
every t ∈ [σ, σ + b), the following conditions hold:
(i) xt is in B,
(ii) ‖x(t)‖ ≤ L‖xt‖B,
(iii) ‖xt‖B ≤ K(t− σ) sup{‖x(s)‖ : σ ≤ s ≤ t}+M(t− σ)‖xσ‖B,
where L > 0 is a constant; K,M : [0,∞) → [1,∞), K is continuous, M is locally bounded and
L,K,M are independent of x(·).

(B) The space B is complete.

Remark: 2.1. In impulsive functional differential systems, the map [σ, σ + b]→ B, t→ xt, is in general
discontinuous. For this reason, this property has been omitted from our description of the phase space B.
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Next we consider an example of a phase space.

Example: 2.1. The phase space PCr × Lp(ρ,H)
Let r ≥ 0, 1 ≤ p <∞ and let ρ : (−∞,−r]→ R be a non-negative measurable function which satisfies

the conditions (g-5),(g-6) in the terminology of [6]. Briefly, this means that ρ is locally integrable and
there exists a non-negative, locally bounded function γ on (−∞, 0] such that ρ(ξ + θ) ≤ γ(ξ)ρ(θ), for all
ξ ≤ 0 and θ ∈ (−∞,−r) \ Nξ, where Nξ ⊆ (−∞,−r) is a set with Lebesgue measure zero. The space
B = PCr × Lp(ρ,H) consists of all classes of Lebesgue-measurable functions ϕ : (−∞, 0]→ H such that
ϕ |[−r,0]∈ PC([−r, 0], H) and ρ‖ϕ‖p is Lebesgue integrable on (−∞,−r). The seminorm in this space is
defined by

‖ϕ‖B = sup{‖ϕ(θ)‖ : −r ≤ θ ≤ 0}+
(∫ −r
−∞

ρ(θ)‖ϕ(θ)‖p dθ
)1/p

.

Proceeding as in the proof of [6, Theorem 1.3.8], it follows that B is a space which satisfies the axioms
(A) and (B). Moreover, when r = 0 this space coincides with C0 × Lp(ρ, H) and if, in addition, p = 2,

we can take L = 1, M(t) = γ(−t)1/2 and K(t) = 1 +
(∫ 0
−t ρ(θ)dθ

)1/2
for t ≥ 0.

Denote J0 = [0, t1], Jk = (tk, tk+1], k = 1, 2, · · · ,m, and define the following class of functions:
PC(J,L2(Ω,H)) = {x : J → L2 : x|(tk,tk+1] ∈ C(Jk,L2), k = 0, 1, 2, · · · ,m and there exist x(t−k ) and
x(t+k ) with x(t−k ) = x(tk), k = 1, 2, 3, · · · ,m} is the Banach space of normalised piecewise continuous
maps from J into L2(Ω,H) satisfying the condition supt∈JE‖x(t)‖2 < ∞. Let Z ≡ PC(J,L2) be the
closed subspace of PC(J,LF2 (Ω,H)) consisting of measurable, Ft - adapted and H-valued processes x(t).
Then Z is a Banach space endowed with the norm

‖x‖Z =
(

sup
t∈J

E‖xt‖2
B

) 1
2
,

where
‖xt‖B ≤Ma E‖φ‖B +Ka sup

{
E‖x(s)‖ : 0 ≤ s ≤ a

}
,

Ma = sup{M(t − σ) : t ∈ [σ, σ + a]}, Ka = sup{K(t − σ) : t ∈ [σ, σ + a]}. Let J1 = (−∞, a]. Now we
define the mild solution of (2.1) as in [28].

Definition: 2.2. A stochastic process x is said to be a mild solution of (2.1) if the following conditions
are satisfied:

(a) x(t, ω) is a measurable function from J1 ×Ω to H and x(t) is Ft -adapted for all t ∈ J1,
(b) E‖x(t)‖2 <∞ for each t ∈ J1,
(c) 4x(tk) = Ik(xtk ), 4x′(tk) = Jk(xtk ), k = 1, 2, · · · ,m,
(d) For each u ∈ LF2 (J, U), the process x satisfies the following integral equation

x(t) = C(t)φ(0) + S(t)[η − g(0, φ)] +
∫ t

0
C(t− s)g(s, xs)ds

+
j−1∑
i=0

[
S(t− ti+1)Dx(t−i+1)− S(t− ti)Dx(t+i )

]
− S(t− tj)Dx(t+j )

+
∫ t

0
C(t− s)Dx(s)ds+

∫ t

0
S(t− s)[Bu(s) + f(s, xs)]ds

+
∫ t

0
S(t− s)σ(s, xs)dw(s) +

∑
0<tk<t

C(t− tk)Ik(xtk ) (2.6)

+
∑

0<tk<t
S(t− tk)Jk(xtk ), for a.e. t ∈ [tj , tj+1], j = 0, 1, 2, · · · ,m,

x0 = φ ∈ L2(Ω,B), x′(0) = η ∈ L2(Ω,H).
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Definition: 2.3. [15] The system (2.1) is said to be controllable on the interval J , if for every φ ∈ B
with φ(0) ∈ D(A), η ∈ E and x1 ∈ H, there exists a control u ∈ L2(J, U) such that the solution x(·) of
(2.1) satisfies x(a) = x1.

In order to establish our controllability result we assume the following hypotheses:

(H1) The linear operator W : L2(J, U)→ H defined by

Wu =
∫ a

0
S(a− s)Bu(s)ds

is invertible with inverse operator W−1 taking values in L2(J, U) \ kerW and there exist positive
constants NB , NW such that

‖B‖2 ≤ NB , ‖W−1‖2 ≤ NW .
(H2) There exists a constant ND > 0 such that ‖D‖2 ≤ ND.
(H3) (i) The function g : J × B → H is continuous and there exists a constant Ng > 0 for t, s ∈ J and

γ, ξ ∈ B such that
E‖g(t, γ)− g(s, ξ)‖2 ≤ Ng

(
|t− s|2 + ‖γ − ξ‖2

B
)
.

(ii) There exist constants N1 > 0 and N2 > 0 such that

E‖g(t, γ)‖2 = N1‖γ‖2
B +N2,

where N2 = supt∈J ‖g(t, 0)‖2.
(H4) The nonlinear function f : J × B → H is Lipschitz continuous and there exist constants Nf >

0, Ñf > 0 for t ∈ J , γ, ξ ∈ B such that

E‖f(t, γ)− f(t, ξ)‖2 ≤ Nf‖γ − ξ‖2
B

and Ñf = supt∈J ‖f(t, 0)‖2.
(H5) The function σ : J × B → LQ(K,H) is continuous and there exist constants Nσ > 0, Ñσ > 0 for

t ∈ J and γ, ξ ∈ B such that

E‖σ(t, γ)− σ(t, ξ)‖2
Q ≤ Nσ‖γ − ξ‖2

B

and Ñσ = supt∈J ‖σ(t, 0)‖2.
(H6) Ik, Jk : B → H are continuous and there exist positive constants βk, αk, β̃k, α̃k > 0 such that

E‖Ik(γ)− Ik(ξ)‖2 ≤ βk‖γ − ξ‖2
B, k = 1, 2, · · · ,m,

E‖Jk(γ)− Jk(ξ)‖2 ≤ αk‖γ − ξ‖2
B, k = 1, 2, · · · ,m

and β̃k = ‖Ik(0)‖2, α̃k = ‖Jk(0)‖2, k = 1, 2, · · · ,m.
(H7) There exists a constant ν > 0 such that

ν = 9K2
a

{
(1 + 8a2ÑNBNW )

(
a2NNg + 1

K2
a

(5Ñ + a2N)ND + a2ÑNf

+aÑTr(Q)Nσ +mN
m∑
k=1

βk +mÑ
m∑
k=1

αk

)}
< 1

and L = 10
{

(1 + 12a2ÑNBNW )
[
Ñ(N1‖φ̂‖2

B +N2) + a2N(4N1N
∗ +N2)

+(10Ñ + 2a2N)ND‖φ̂‖a + 2a2Ñ [4NfN∗ + Ñf ] + 2aÑTr(Q)[4NσN∗

+Ñσ] + 2mN
[
4
m∑
k=1

βkN
∗ +

m∑
k=1

β̃k
]

+ 2mÑ
[
4
m∑
k=1

αkN
∗ +

m∑
k=1

α̃k
]]

+12a2ÑNBNW [‖x1‖2 +N‖φ(0)‖2 + Ñ‖η‖2]
}
,

where N∗ = 2K2
a(N‖φ(0)‖2 + Ñ‖η‖2) +M2

a‖φ̂‖2
B.
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3 Controllability Result

Theorem: 3.1. If the conditions (H1)− (H7) hold then the system (2.1) is controllable on J provided
that

10
{

(1 + 12a2ÑNBNW )4K2
a

(
a2NN1 + ND

2K2
a

(5Ñ + a2N)+2a2ÑNf+2aÑTr(Q)Nσ

+2m
[
N

m∑
k=1

βk + Ñ
m∑
k=1

αk
])}

< 1. (3.1)

Proof: For an arbitrary function x(·) we define the control using the hypothesis (H1)

uax(t) = W−1
[
x1 − C(a)φ(0)− S(a)[η − g(0, φ)]−

∫ a

0
C(a− s)g(s, xs)ds

−
j−1∑
i=0

[
S(a− ti+1)Dx(t−i+1)− S(a− ti)Dx(t+i )

]
+ S(a− tj)Dx(t+j )

−
∫ a

0
C(a− s)Dx(s)ds−

∫ a

0
S(a− s)f(s, xs)ds−

∫ a

0
S(a− s)σ(s, xs)dw(s)

−
∑

0<tk<a
C(a− tk)Ik(xtk )−

∑
0<tk<a

S(a− tk)Jk(xtk )
]
(t). (3.2)

Consider the space Ba = {x : J1 → H : x0 = φ ∈ B and x|J ∈ PC(J,L2)}. Let ‖ · ‖a be a seminorm in
Ba defined by

‖x‖a = ‖x0‖B + sup
0≤s≤a

(
E‖x(s)‖2

)1/2
, x ∈ Ba.

Define the operator Ψ : Ba → Ba by

(Ψx)(t) =



φ(t), t ∈ (−∞, 0],

C(t)φ(0) + S(t)[η − g(0, φ)] +
∫ t

0 C(t− s)g(s, xs)ds

+
∑j−1
i=0

[
S(t− ti+1)Dx(t−i+1)− S(t− ti)Dx(t+i )

]
− S(t− tj)Dx(t+j )

+
∫ t

0 C(t− s)Dx(s)ds+
∫ t

0 S(t− s)[Bu(s) + f(s, xs)]ds
+
∫ t

0 S(t− s)σ(s, xs)dw(s) +
∑

0<tk<t C(t− tk)Ik(xtk )
+
∑

0<tk<t S(t− tk)Jk(xtk ), for a.e. t ∈ J.

(3.3)

We shall show that the operator Ψ has a fixed point, which is then a solution of system (2.1). Clearly,
(Ψx)(a) = x1. For φ ∈ B, define

φ̂(t) =
{
φ(t), t ∈ (−∞, 0],

C(t)φ(0) + S(t)η, t ∈ J,
(3.4)
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then φ̂(t) ∈ Ba. Set x(t) = z(t) + φ̂(t), t ∈ J1. It is clear that x satisfies (2.6) if and only if z satisfies
z0 = 0 and

z(t) = −S(t)g(0, φ̂0) +
∫ t

0
C(t− s)g(s, zs + φ̂s)ds+

∫ t

0
S(t− s)Bua

z+φ̂
(s)ds

+
j−1∑
i=0

[
S(t− ti+1)D

(
z(t−i+1) + φ̂(t−i+1)

)
− S(t− ti)D

(
z(t+i ) + φ̂(t+i )

)]
−S(t− tj)D

(
z(t+j ) + φ̂(t+j )

)
+
∫ t

0
C(t− s)D

(
z(s) + φ̂(s)

)
ds

+
∫ t

0
S(t− s)f(s, zs + φ̂s)ds+

∫ t

0
S(t− s)σ(s, zs + φ̂s)dw(s)

+
∑

0<tk<t
C(t− tk)Ik(ztk + φ̂tk ) +

∑
0<tk<t

S(t− tk)Jk(ztk + φ̂tk ), where

ua
z+φ̂

(t) = W−1
[
x1 − C(a)φ(0)− S(a)[η − g(0, φ̂0)]−

∫ a

0
C(a− s)g(s, zs + φ̂s)ds

−
j−1∑
i=0

[
S(a− ti+1)D

(
z(t−i+1) + φ̂(t−i+1)

)
− S(a− ti)D

(
z(t+i ) + φ̂(t+i )

)]
+S(a− tj)D

(
z(t+j ) + φ̂(t+j )

)
−
∫ a

0
C(a− s)D

(
z(s) + φ̂(s)

)
ds

−
∫ a

0
S(a− s)f(s, zs + φ̂s)ds−

∫ a

0
S(a− s)σ(s, zs + φ̂s)dw(s)

−
∑

0<tk<a
C(a− tk)Ik(ztk + φ̂tk )−

∑
0<tk<a

S(a− tk)Jk(ztk + φ̂tk ).

Let B0
a = {y ∈ Ba : y0 = 0 ∈ B}. For any y ∈ B0

a, we have

‖y‖a = ‖y0‖B + sup
0≤s≤a

(
E‖y(s)‖2

)1/2
= sup

0≤s≤a

(
E‖y(s)‖2

)1/2

and thus (B0
a, ‖ · ‖a) is a Banach space. Set

Bq = {y ∈ B0
a : y(0) = 0, ‖y‖2

a ≤ q} for some q ≥ 0,

then Bq ⊆ B0
a is a bounded closed convex set, and for z ∈ Bq, we have

‖zt + φ̂t‖2
B ≤ 2

(
‖zt‖2

B + ‖φ̂t‖2
B

)
≤ 4
(
K2
a sup

0≤s≤a
E‖z(s)‖2 +M2

a‖z0‖2
B +K2

a sup
0≤s≤a

E‖φ̂(t)‖2 +M2
a‖φ̂0‖2

B

)
≤ 4
(
K2
aq + 2K2

a(N‖φ(0)‖2 + Ñ‖η‖2) +M2
a‖φ̂‖2

B
)

≤ 4(K2
aq +N∗). (3.5)
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Let the operator Ψ̂ : B0
a → B0

a defined by

(Ψ̂x)(t) =



0, t ∈ (−∞, 0],

−S(t)g(0, φ̂0) +
∫ t

0 C(t− s)g(s, zs + φ̂s)ds

+
∑j−1
i=0

[
S(t− ti+1)D

(
z(t−i+1) + φ̂(t−i+1)

)
− S(t− ti)D

(
z(t+i ) + φ̂(t+i )

)]
−S(t− tj)D

(
z(t+j ) + φ̂(t+j )

)
+
∫ t

0 C(t− s)D
(
z(s) + φ̂(s)

)
ds

+
∫ t

0 S(t− s)[Bua
z+φ̂

(s) + f(s, zs + φ̂s)]ds

+
∫ t

0 S(t− s)σ(s, zs + φ̂s)dw(s) +
∑

0<tk<t C(t− tk)Ik(ztk + φ̂tk )
+
∑

0<tk<t S(t− tk)Jk(ztk + φ̂tk ), for a.e. t ∈ J.

Obviously, the operator Ψ has a fixed point which is equivalent to prove that Ψ̂ has a fixed point. Since
all the functions involved in the operator are continuous therefore Ψ̂ is continuous. From our assumptions
we have

E‖ua
z+φ̂
‖2 ≤ 12NW

{
‖x1‖2 +N‖φ(0)‖2 + Ñ‖η‖2 + Ñ(N1‖φ̂‖2

B +N2) + a2N [4×

×N1(K2
aq +N∗) +N2] + (10Ñ+2a2N)ND(q+‖φ̂‖a) + 2a2Ñ [4Nf (K2

aq

+N∗) + Ñf ] + 2aÑTr(Q)[4Nσ(K2
aq +N∗)+Ñσ] + 2mN

[
4
m∑
k=1

βk(K2
aq

+N∗) +
m∑
k=1

β̃k

]
+ 2mÑ

[
4
m∑
k=1

αk(K2
aq +N∗) +

m∑
k=1

α̃k

]}
and

E‖ua
z+φ̂
− ua

w+φ̂
‖2 ≤ 8NW

{
a2NNg + (5Ñ + a2N)ND + a2ÑNf + aÑTr(Q)Nσ

+mN
m∑
k=1

βk +mÑ

m∑
k=1

αk

}
‖zt − wt‖2

B.

Step 1: Ψ̂(Bq) ⊆ Bq for some q > 0.

We claim that there exists a positive integer q such that Ψ̂(Bq) ⊆ Bq. If it is not true, then for each
positive number q, there exists a function zq(·) ∈ Bq, but Ψ̂(zq) /∈ Bq, i.e. ‖(Ψ̂zq)(t)‖2 > q for some t ∈ J .
However, on the other hand from (H1)− (H7) we have

q < E‖(Ψ̂zq)(t)‖2

≤ 10
{

(1 + 12a2ÑNBNW )
(
Ñ(N1‖φ̂‖2

B +N2) + a2N [4N1(K2
aq +N∗) +N2] + (10Ñ

+2a2N)ND(q + ‖φ̂‖a) + 2a2Ñ [4Nf (K2
aq +N∗) + Ñf ] + 2aÑTr(Q)[4Nσ(K2

aq +N∗)

+Ñσ] + 2mN
[
4
m∑
k=1

βk(K2
aq +N∗)+

m∑
k=1

β̃k

]
+2mÑ

[
4
m∑
k=1

αk(K2
aq +N∗) +

m∑
k=1

α̃k

])
+12a2ÑNBNW (‖x1‖2 +N‖φ(0)‖2 + Ñ‖η‖2)

}
≤ L+10

{
4K2

aq(1+12a2ÑNBNW )
(
a2NN1+ ND

2K2
a

(5Ñ + a2N)+2a2ÑNf

+2aÑTr(Q)Nσ + 2m
[
N

m∑
k=1

βk + Ñ
m∑
k=1

αk
])}
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where L is independent of q. Dividing both sides by q and as q →∞ we have

10
{

(1 + 12a2ÑNBNW )4K2
a

(
a2NN1 + ND

2K2
a

(5Ñ + a2N)+2a2ÑNf+2aÑTr(Q)Nσ

+2m
[
N

m∑
k=1

βk + Ñ
m∑
k=1

αk
])}
≥ 1.

This contradicts (3.1) . Hence Ψ̂(Bq) ⊆ Bq, for some positive number q.
Step 2: Ψ̂ : B0

a → B0
a is a contraction mapping.

Let z, w ∈ B0
a then we have

E‖Ψ̂z(t)− Ψ̂w(t)‖2 ≤ E
∥∥∥∫ t

0
C(t− s)(g(s, zs + φ̂s)− g(s, ws + φ̂s))ds

∥∥∥2

+E
∥∥∥ j−1∑
i=0

[
S(t− ti+1)D

(
z(t−i+1) + φ̂(t−i+1)− w(t−i+1)− φ̂(t−i+1)

)
−S(t− ti)D

(
z(t+i ) + φ̂(t+i )− w(t+i )− φ̂(t+i )

)]∥∥∥2

+E
∥∥∥S(t− tj)D

(
z(t+j ) + φ̂(t+j )− w(t+j )− φ̂(t+j )

)∥∥∥2

+E
∥∥∥∫ t

0
S(t− s)B[ua

z+φ̂
− ua

w+φ̂
(s)]ds

∥∥∥2

+E
∥∥∥∫ t

0
C(t− s)D

(
z(s) + φ̂(s)− w(s)− φ̂(s)

)
ds
∥∥∥2

+E
∥∥∥∫ t

0
S(t− s[f(s, zs + φ̂s)− f(s, ws + φ̂s)]ds

∥∥∥2

+E
∥∥∥∫ t

0
S(t− s)[σ(s, zs + φ̂s)− σ(s, ws + φ̂s)]dw(s)

∥∥∥2

+E
∥∥∥ ∑

0<tk<t
C(t− tk)[Ik(ztk + φ̂tk )− Ik(wtk + φ̂tk )]

∥∥∥2

+E
∥∥∥ ∑

0<tk<t
S(t− tk)[Jk(ztk + φ̂tk )− Jk(wtk + φ̂tk )]

∥∥∥2

≤ 9
{

(1 + 8a2ÑNBNW )
(
a2NNg + (5Ñ + a2N)ND + a2ÑNf

+aÑTr(Q)Nσ +mN
m∑
k=1

βk +mÑ
m∑
k=1

αk

)}
‖zt − wt‖2

B

≤ 9
{

(1 + 8a2ÑNBNW )
(
a2NNg + (5Ñ + a2N)ND + a2ÑNf

+aÑTr(Q)Nσ +mN
m∑
k=1

βk +mÑ
m∑
k=1

αk

)}
×
[
K2
a sup

0≤s≤a
E‖z(s)− w(s)‖2 +M2

a‖z0 − w0‖2
B

]
≤ 9K2

a

{
(1+8a2ÑNBNW )

(
a2NNg+ 1

K2
a

(5Ñ+a2N)ND+a2ÑNf

+aÑTr(Q)Nσ+mN
m∑
k=1

βk+mÑ
m∑
k=1

αk

)}
sup

0≤s≤a
E‖z(s)−w(s)‖2

≤ ν sup
0≤s≤a

E‖z(s)− w(s)‖2,
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since ν < 1 by (H7) and we have used the fact that z0 = 0, w0 = 0. Taking the supremum over t, we get

‖Ψ̂z − Ψ̂w‖2
a ≤ ν‖z − w‖2

a,

and so Ψ̂ is a contraction. Hence by Banach fixed point theorem there exists a unique fixed point
x ∈ Ba such that (Ψx)(t) = x(t). This fixed point is then the solution of the system (2.1) and clearly,
x(a) = (Ψx)(a) = x1 which implies that the system (2.1) is controllable on J .

4 Example

In this section, we consider an application for the abstract result developed in Section 3. In the sequel,
H = K = U = L2([0, π]); B = PC0 × L2(ρ,H) and A : D(A) ⊆ H → H is the map defined by
Af = f ′′ with domain D(A) = {f ∈ H : f ′′ ∈ H, f(0) = f(π) = 0}. It is well-known that A is the
infinitesimal generator of a strongly continuous cosine function (C(t))t∈R on H. Furthermore, A has a
discrete spectrum, the eigenvalues are −n2, n ∈ N, with corresponding eigenvectors zn(θ) =

( 2
π

)1/2 sin(nθ);
the set {zn : n ∈ N} is an orthonormal basis of H and the following properties hold:

(a) For ϕ ∈ D(A), Aϕ = −
∑∞
n=1 n

2 < ϕ, zn > zn.
(b) For ϕ ∈ H, C(t)ϕ =

∑∞
n=1 cos(nt) < ϕ, zn > zn and S(t)ϕ =

∑∞
n=1

sin(nt)
n < ϕ, zn > zn. Conse-

quently ‖C(t)‖ = ‖S(t)‖ ≤ 1, for all t ∈ R and S(t) is compact for every t ∈ R.
(c) If Φ is the group of translations on H defined by Φ(t)x(ξ) = x̃(ξ + t), where x̃ is the extension of

x with period 2π, then C(t) = 1
2 (Φ(t) + Φ(−t)) and A = B2, where B is the generator of Φ and

E = {x ∈ H1(0, π) : x(0) = x(π) = 0} (see [27] for details). In particular, we observe that the
inclusion ι : E → H is compact.

Consider the following impulsive neutral second order partial differential equation

∂
[ ∂
∂t
u(t, τ)−

∫ t

−∞

∫ π

0
b(t− s, ϑ, τ)u(s, ϑ)dϑds

]
=
[ ∂2

∂τ2u(t, τ) + α
∂

∂t
u(t, τ)

+
∫ π

0
β(s) ∂

∂t
u(t, s)ds+ µ(t, τ) +

∫ t

−∞
c(t− s)u(s, τ)ds

]
∂t

+
∫ t

−∞
G(t− s)u(s, τ)dw(s), t ∈ J = [0, a], τ ∈ [0, π], t 6= tk,

u(t, 0) = u(t, π) = 0, t ∈ J,

u(s, τ) = ϕ(s, τ), ∂

∂t
u(0, τ) = ξ(τ), s ∈ (−∞, 0], τ ∈ [0, π],

4u(tk, τ) =
∫ tk

−∞
γk(tk − s)u(s, τ) ds, k = 1, 2, · · · ,m,

4u′(tk, τ) =
∫ tk

−∞
γ̃k(tk − s)u(s, τ) ds, k = 1, 2, · · · ,m, (4.1)

where we assume that ϕ ∈ B, with the identification ϕ(s)(τ) = ϕ(s, τ), ϕ(0, ·) ∈ H1([0, π]), ξ ∈ H and
0 < t1 < ... < tm < a. Here α is a prefixed real number and β ∈ L2([0, π]). To treat this system, we
assume that the functions b, c,G, γk, γ̃k satisfy the following conditions:

(i) The functions b(s, ν, τ), ∂
∂τ b(s, ν, τ) are continuous and measurable, b(s, ν, π) = b(s, ν, 0)

= 0 for every (s, ν) ∈ (−∞, 0]× J and

Ng = max


[∫ π

0

∫ 0

−∞

∫ π

0

1
ρ(s)

(
∂ib(s, ϑ, τ)

∂τ i

)2

dϑdsdτ
] 1

2

: i = 0, 1

 <∞,
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(ii) The functions c(·), G(·), γk, γ̃k k = 1, · · · ,m are continuous,Nf =
(∫ 0
−∞

c2(−s)
ρ(s) ds

) 1
2 ,Nσ =

(∫ 0
−∞

G2(−s)
ρ(s) ds

) 1
2 ,

NIk
=
(∫ 0
−∞

γ2
k(−s)
ρ(s) ds

) 1
2 and NJk

=
(∫ 0
−∞

γ̃2
k(−s)
ρ(s) ds

) 1
2 , for every k = 1, 2, · · · ,m are finite.

We now define the functions D : H → H, f, g : J ×B → H σ : J ×B → LQ(K,H), and Ik, Jk : B → H by

Dψ(τ) = αψ(t, τ) +
∫ π

0
β(s)ψ(t, s)ds , g(ψ)(τ) =

∫ 0

−∞

∫ π

0
b(−s, ϑ, τ)ψ(s, ϑ) dϑds,

f(ψ)(τ) =
∫ 0

−∞
c(−s)ψ(s, τ) ds , σ(ψ)(τ) =

∫ 0

−∞
G(−s)ψ(s, τ) ds,

Ik(ψ)(τ) =
∫ 0

−∞
γk(−s)ψ(s, τ)ds , Jk(ψ)(τ) =

∫ 0

−∞
γ̃k(−s)ψ(s, τ) ds.

Assume the bounded linear operator B : L2([0, π])→ H and is defined by

(Bu)(t)(τ) = µ(t, τ), τ ∈ [0, π].

Also, the linear operator W : L2(J, U)→ H is given by

(Wu)(τ) =
∞∑
n=1

∫ π

0

1
n

sinns(µ(s, τ), en)ends, τ ∈ [0, π]

has an inverse operator W−1 defined on L2(J, U)\KerW and satisfies (H1). Under these conditions, the
maps D, f, g, σ, Ik, Jk are bounded linear operators, ‖D‖L(X) ≤‖α‖+‖β‖L2(0,a), ‖f‖ ≤ Nf , ‖g‖ ≤ Ng,
‖σ‖ ≤ Nσ, ‖Ik‖ ≤ NIk

and ‖Jk‖ ≤ NJk
. With this choice of A,D, B, f, g, σ, Ik, Jk, the equation (4.1) can

be written in the abstract formulation of the system (2.1). Further all the assumptions (H2)− (H7) are
satisfied and hence by Theorem 3.1, the system (4.1) is controllable on J .
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